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ABSTRACT: We performed ab initio molecular dynamics
simulations of a molten [Li0.6K0.4]3CO3OH electrolyte containing
dissolved CO2 and confirmed the presence of pyrocarbonate,
bicarbonate, and water along with the constituent ions and
molecular CO2. Our calculations indicate kinetics-driven formation
of pyrocarbonate whereas bicarbonate and water are thermody-
namically favored. Our results also demonstrate the presence of
water at higher concentrations (double or more) than that of CO2,
which reinforces the conclusions in our earlier work [AIChE J.
2020, e16988] based on chemical reaction equilibrium simu-
lations. Structural analysis indicates a larger distortion in water
geometry, due to its higher polarizability compared to the nonpolar
CO2, explaining the higher reactivity and smaller average lifetime
of H2O in the melt. The computed lifetime distributions of the reaction products reveal that the bicarbonate ion lives the shortest
among all the species present in the system. It initiates a sequence of successive proton exchange events; such sequences of
exchanges along a hydrogen-bonded network gives the Grotthuss mechanism for proton transport in liquid water. The estimated
proton diffusion, based on a random walk model, is about 30 times faster than the hydroxide diffusion obtained from classical
molecular dynamics simulations. We believe that the presence of proton transfer events in the system has a large impact on the
overall ion dynamics and electrical conductivity of the medium.

■ INTRODUCTION
Molten carbonates and their eutectic mixtures are promising
materials for high-temperature thermal energy storage, for heat
transfer applications, and as conducting electrolytes in molten
carbonate fuel cells (MCFCs).1 Of late, MCFCs have received
increased attention in connection to distributed power
generation and capturing CO2 from flue gases. In MCFCs, a
CO2-containing gas is fed to the cathode, where CO2 reacts
with O2 to yield carbonate (CO3

2−) ions (eq 1). These ions are
then transferred through the electrolyte to the anode, where
they oxidize H2 (eq 2) to produce electricity with high
efficiency. When applied in carbon capture, the value of the
electricity produced reduces the cost of carbon capture,
making MCFCs one of the most promising technologies for
the generation of clean energy from fossil fuels.2,3

+ + →− −cathode: CO
1
2

O 2e CO2 2 3
2

(1)

+ → + +− −anode: H CO H O CO 2e2 3
2

2 2 (2)

The electrolyte plays important roles in MCFCs. It acts as the
solvent for all electrochemical half-reactions stabilizing the
intermediates and transition states involved in the electro-

chemical process. MCFC electrolytes contain mixtures of Li/K
or Li/Na carbonates near their eutectic compositions. In a
working MCFC, the molten electrolyte is in contact with the
cathode feed gas comprising CO2, H2O, and O2. Con-
sequently, the high-temperature ionic melt contains additional
species in the electrolyte besides the dominant carbonate
ions4,5 due to chemical reactions between carbonate and
dissolved species. One component that may be present in
significant concentrations is hydroxide ions.6−9 Hydroxide can
affect the carbon capture efficiency of fuel cells as well as cause
electrolyte loss.10,11 Our recent computational study of
chemical reaction equilibria9 based on classical force fields
revealed that substantial fractions of hydroxide ions can be
present in alkali carbonate eutectic mixtures, provided that the
partial pressure ratio of CO2/H2O over the molten salt is low,
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meaning that more water is present than CO2, which is the
case in carbon capture applications. These findings are
consistent with recent experiments by Rosen et al.8 that
suggest a net consumption of water at the cathode, caused by
water reacting with oxygen to produce hydroxide ions (eq 3)
when operating at low CO2 gas-phase concentration and high
current density. Those hydroxide ions are then reduced at the
anode (eq 4), creating an ion transport path parallel to the
carbonate path in the MCFC. While this reaction sequence
also transports oxygen and electrons from the cathode to the
anode, it results in a net transport of H2O rather than CO2,
resulting in a lower carbon capture efficiency at a given fuel
utilization.

+ + →− −1
2

O H O 2e 2OH2 2 (3)

+ → +− −2OH H 2H O 2e2 2 (4)

Besides the hydroxide, several activated oxygen species,
including oxide, superoxide, and peroxide, are believed to be
present in the electrolyte, and their formation is largely
governed by the gas phase concentrations of CO2, O2, and
water.4,5,12,13 Recently, Corradini et al. reported the behavior
of CO2 in molten CaCO3 by using ab initio molecular
dynamics (AIMD) simulations.14 They found a spontaneous
reaction between CO2 and a carbonate anion, yielding the
pyrocarbonate (C2O5

2−) anion. In addition, the transport of
CO2 in molten CaCO3 was shown to occur via a Grotthuss-like
mechanism and was 3 times faster than the molecular diffusion.
Because the MCFC electrolytes also contain significant
fractions of hydroxide ions when in contact with wet cathode
gas, the CO2 present in the system may form bicarbonate
(HCO3

−) and other related species. As some or several of
these entities could be key intermediates in the MCFC oxygen
activation mechanism, it is worth exploring the different
chemical routes for the formation of such species and
estimating their relative proportions and stability in the molten
electrolyte medium. Although our conclusions for chemical
reaction equilibria in MCFCs based on classical molecular
dynamics (MD) simulations have qualitatively rationalized the
inconsistency between the charge and carbonate transfer
balances in MCFCs,8 those calculations did not take into
consideration the potential reactive stabilization of CO2 and
H2O with the anions. Despite their low concentrations in the
electrolyte, these gases can form additional species upon
reaction with carbonate and hydroxide ions. Moreover, the
presence of HCO3

− may have an additional role to play in the
overall charge transport mechanism with the possibility of
initiating a proton transfer channel as has been already
suggested in several carbonate composite electrolytes used in
the solid-oxide fuel cells.15−17 Investigation of chemical
reactions at the microscopic level requires an explicit
description of the electronic degrees of freedom. To the best
of our knowledge, there have been no prior publications of
AIMD simulations in molten alkali-metal carbonate−hydroxide
melts. The investigation of reactions and transport mechanisms
in such melts forms the main objective of the current work.
In this study, we focus on the fate of CO2 in a molten

[Li0.6K0.4]3CO3OH electrolyte to characterize the formation/
dissociation of different chemical species derived from it and
subsequently their role in altering the overall charge transport
mechanism. This work is divided into four parts. Following the
present introduction, we next describe the details of our AIMD

simulations. We subsequently discuss our findings and their
implications for transport in MCFCs. The final section of the
paper presents our conclusions.

■ SIMULATION DETAILS

To investigate the chemical routes for the formation/
dissociation of different chemical species and their role in
the transport mechanism, we studied a system originally
composed of 120 Li+, 80 K+, 80 CO3

2−, 40 OH− ions, and 10
CO2 molecules. If the system is at equilibrium, the dissolved
CO2 concentration used here would correspond to unrealisti-
cally high gas phase partial pressure, as found in our earlier
work based on chemical reaction equilibrium simulations.9 The
reason for imposing such a high initial CO2 concentration was
to improve the statistical accuracy of different quantities
measured in this work, as these depend on the reaction of CO2
with other molecules in the system. The temperature was set to
923.15 K, the experimentally measured melting point of the
eutectic mixture, [Li0.6K0.4]3CO3OH.18 To obtain a pre-
equilibrated configuration at 923.15 K, we first performed
classical MD simulations in the NPT ensemble at P = 1 bar
using the GROMACS simulation program.19,20 Details of the
force field parameters and protocols are described else-
where.9,21,22

The equilibrated supercell from the classical MD trajectory
was geometry optimized within the density functional theory
(DFT) framework at the same level of theory as described
below. The gradients on the wave functions and on the nuclear
positions were optimized with convergence criteria of 10−6 and
10−3 au, respectively. The quenched geometry was then used
to set up Born−Oppenheimer MD simulations with the
electronic structure code CP2K23 by using the Quickstep
module.24 The exchange-correlation interactions were taken
into account by the PBE functional.25 Dispersive interaction
corrections were included by utilizing the empirical dispersion
correction (D3) from Grimme,26 with a cutoff of 40 Å. All
valence electrons were treated with the double-ζ valence plus
polarization (DZVP) basis sets with an energy cutoff of 400
Ry. The norm-conserving Goedecker−Teter−Hutter
(GTH)27,28 pseudopotentials were applied to consider the
effect of nuclei and core electrons. Equations of motion were
integrated with a time step of 0.5 fs. The system was
equilibrated for 8 ps in the isothermal−isobaric (NPT)
ensemble at 1 bar by using an isotropic unit cell according
to the scheme of Martyna et al.,29 with a time constant of 250
fs. Equilibration was followed by a production simulation in
the canonical NVT ensemble for 65 ps. We set the temperature
at 923.15 K, controlled by one chain of six Nose−́Hoover
thermostats30 with a time constant of 100 fs. Three-
dimensional periodic boundary conditions were employed in
all simulations. The trajectory at every time step was stored for
postsimulation analysis.

■ RESULTS AND DISCUSSION

Intermolecular reactions between the different species were
probed by analyzing the relevant site−site radial distribution
functions (RDFs). The trajectory is divided into 5 ps blocks,
and RDFs were evaluated in each block to examine the changes
in the intermolecular distributions. To observe the presence of
reactions, the molecular identity corresponding to the initial
frame, t = 0, was used to evaluate these RDFs. For example, the
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carbon atom of a carbonate anion at t = 0 is treated as it
corresponds to carbonate always.
Pyrocarbonate Formation and Dissociation. Figure 1a

exhibits the RDFs between the oxygen atoms of the original

carbonate anions and the carbon atom of CO2. The interesting
feature here is the peak at around 1.38 Å, which is closer to the
1.42 Å C−O bond distance observed in the optimized gas
phase geometry of the pyrocarbonate anion than to the 1.28 Å
C−O bond distance in the carbonate anion, as shown in Figure
S1 of the Supporting Information. Hence, this feature suggests
the spontaneous formation of a pyrocarbonate anion as a result
of the following chemical reaction:

+ − −FCO CO C O2 3
2

2 5
2

(5)

The initial absence of this peak (before 1 ps, see Figure S2)
further substantiates the proposed reaction since this particular

peak would not exist if there was no pyrocarbonate present in
the medium. The peak height also shows a continuous growth
as we progress in time, indicating an increase in the
pyrocarbonate fraction over the simulation period.
To unravel the underlying mechanism of pyrocarbonate

formation, we analyzed the AIMD trajectory. We observed the
spontaneous formation and dissociation of pyrocarbonate ions
from the reaction between CO2 and CO3

2−, as shown in Figure
2. The snapshots presented in Figure 2a−c show the approach
of a CO2 to a CO3

2−, the pyrocarbonate that is formed, and its
subsequent dissociation into a CO3

2− and CO2. We observed a
near-instantaneous exchange between these species, with
multiple instances of formation and dissociation of the
pyrocarbonate ion. To further substantiate this observation,
we computed the percent C−O covalent bond retained in
original CO3

2− ions as a function of time, which is shown in
Figure 1b. This curve exhibits an exponential decay, implying
that an oxygen atom originally in a CO3

2− ion leaves its original
carbon atom and becomes covalently bonded to a different
carbon atom in the process of pyrocarbonate dissociation.
Therefore, the identity of the C atoms belonging to a CO2,
CO3

2−, or C2O5
2− varies along the simulation trajectory. The

same phenomenon was also reported by Corradini et al.14 for
CO2 in molten calcium carbonate; however, the simulation
temperature was much higher (1773 K) than in this study.
Another key difference from that study is that in this work,
since the molten electrolyte is composed of carbonate and
hydroxide ions, CO2 can also react with a OH− ion. Therefore,
unlike in molten CaCO3, where CO2 follows an oxo-Grotthuss
transport via a pyrocarbonate anion, in molten alkali-metal
carbonate−hydroxide electrolyte we expect multiple pathways
of CO2 transport. In the next section we investigate the
interaction between CO2 and hydroxide.

Bicarbonate Formation and Isomerization. RDFs
between the oxygen center of hydroxide and the carbon
atom of CO2 are displayed in Figure 3a. Similar to Figure 1a,
here again we observe the emergence of a peak at around 1.39
Å, similar to the 1.43 Å C−O bond length observed in the
optimized gas phase geometry of bicarbonate (Figure S3). This
indicates the spontaneous formation of the bicarbonate anion
as a product of the following chemical reaction:

+ − −FCO OH HCO2 3 (6)

More importantly, the peak corresponding to this newly
formed covalent bond grows as a function of time and
eventually exhibits a higher probability when compared to that
of a similar peak (around 1.38 Å) in Figure 1a between CO2

Figure 1. (a) Radial distribution functions between the carbon atom
of CO2 and oxygen atoms of CO3

2−. (b) Percent covalent bond
retained as a function of time: C−O bond in carbonate ions present at
t = 0.

Figure 2. AIMD simulation snapshots representing one instance of the dynamic formation/dissociation of pyrocarbonate in the interaction
between a carbonate ion and carbon dioxide: (a) CO2 and CO3

2− approach, (b) pyrocarbonate formed, and (c) pyrocarbonate dissociates into a
CO3

2− and a CO2. Color scheme: C = lime; O = mauve. The rest of the atoms are shown as a transparent background for clarity.
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and CO3
2− after the 5−10 ps time window. Therefore, we

should expect a competition between carbonate and hydroxide
ions reacting with CO2, leading to the formation of
pyrocarbonate and bicarbonate ions, respectively. Within 10
ps, it is evident that CO2 preferentially forms bicarbonate over
pyrocarbonate. This observation can be interpreted in terms of
basicity orderCO2, a Lewis acid, prefers stronger binding
affinity with a stronger base, hydroxide, than the carbonate.31

We also examined the RDFs between the hydroxide
hydrogen and the oxygens of CO2, shown in Figure 3b. We
note that the new peak emerging at 0.98 Å corresponds to
intramolecular H transfer, a well-known phenomenon.32,33

Analysis of the simulation trajectory reveals the spontaneous

formation of a bicarbonate ion from the reaction between CO2
and hydroxide (Figure 4). The snapshots displayed in Figure
4a−c show the approach of a CO2 to a OH−, the formed
bicarbonate, and finally the exchange of the proton between
two oxygen centers. The isomerization process as indicated by
the RDFs in Figure 3b is thus manifested by these snapshots. It
is not hard to speculate that the formed bicarbonate ion is
highly polarizable in this medium and therefore may
participate in subsequent reactions to follow.

Bicarbonate Dissociation and Water Formation. As
discussed in the previous section, the bicarbonate ions follow a
rapid dissociation reaction that involves a complete proton
transfer from a HCO3

− to a neighboring OH− (Figure 5).

+ +− − −FHCO OH CO H O3 3
2

2 (7)

The reaction yields a carbonate and a molecular water as the
product. The snapshots presented in Figure 5a−c depict the
approach of a HCO3

− to an OH−, an adduct formed between
bicarbonate and hydroxide, and the proton transfer from
bicarbonate to hydroxide. Therefore, unlike the pyrocarbonate
formation which contributed to CO2 diffusion via an oxo-
Grotthuss mechanism, bicarbonate formation does not lead to
alternate pathways for CO2 transport. Because the electrolyte
medium is strongly basic in nature in the sense that it is
composed of carbonate and hydroxide ions, the water
molecules thus formed may not be stable for a long period
of time and will undergo subsequent reactions. We probed the
possibility of carbonate-induced polarization of bicarbonate
(with proton transfer between bicarbonate and carbonate) by
tracking the HCO3

− throughout the trajectory. Interestingly,
we observed adduct formation between a carbonate and a
bicarbonate ion on more than one occasion. However, the
proton never leaves the bicarbonate completely; instead, the
proton is found to be shared between the two ions. It is worth
mentioning here that the simulation time (70 ps) may not be
long enough to attain an equilibrium, and thus complete
transfer of a proton from a bicarbonate to another neighboring
carbonate may still be feasible provided that we reach a longer
time scales. This is outside the scope of this study.

Water-Mediated Proton Transfer. Figure 6a shows the
RDFs between a hydrogen and oxygen of another hydroxide
(intramolecular O−H bonds are neglected). As evident in the
figure, for times up to 5 ps there is no sign of either the
formation of a new covalent bond or dissociation of existing
bonds (as confirmed from studying the intramolecular part in
the RDF). Within the next 5 ps, a new peak begins to appear at
around 0.98 Å and exhibits a continuous growth with time.

Figure 3. Radial distribution functions between (a) the carbon atom
of CO2 and the oxygen atom of OH− and (b) the hydrogen atom of
OH− and the oxygen atoms of CO2.

Figure 4. Snapshots representing one instance of the formation and isomerization of bicarbonate during AIMD simulation: (a) CO2 and OH−

approach, (b) bicarbonate formed, and (c) proton exchange between adjacent oxygen atoms. Color scheme: C = lime; oxygen centers are shown in
mauve, yellow, and ochre for better understanding; H = blue. The rest of the atoms are shown as a transparent background for clarity.
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This feature around 0.98 Å presents two possibilities: First, a
proton is transferred from a bicarbonate ion to a hydroxide ion
(Figure 5). Second, an H−O covalent bond forms where a
proton (H+) transfer between a water molecule and
neighboring OH−.

+ +− −FH O OH OH H O2 2 (8)

Thus, a water molecule undergoes a proton exchange reaction
with a neighboring hydroxide moiety. This repeats itself,
generating a sequence of proton transfer events as an exchange
from one hydroxide to the next and can be compared to proton
transfer via the Grotthuss mechanism observed in other
systems.34−41 To further substantiate the proposed mecha-
nism, we computed the percent H−O covalent bond retained
in the original OH− as a function of time and shown in Figure
6b. As can be seen, the profile exhibits an exponential decay
and therefore in association with Figure 6a certainly
demonstrates that a proton leaves the oxygen in water and
forms a new covalent bond with another oxygen in a
neighboring hydroxide. Eventually, all H−O covalent bonds
in the hydroxide ions present in the starting configuration
would break provided that the simulated AIMD trajectory is
sufficiently long.
The proton exchange mechanism is depicted sequentially in

Figure 7a−c. As we can see, the proton transfer takes place via
the formation of an intermediate ion, H3O2

− (Figure 7b).
These intermediate dimers are found to be stable for less than
a picosecond on average before they break and re-form new
dimers that results in proton transfer events. The formation of
the H3O2

− ion resembles the way OH− moves through liquid

Figure 5. Snapshots representing the proton transfer between bicarbonate and hydroxide ions in AIMD simulation: (a) HCO3
− and OH−

approach, (b) adduct formed, and (c) dissociation into CO3
2− and H2O. Color scheme: C = lime; O = mauve; H = blue. The rest of the atoms are

shown as a transparent background for clarity.

Figure 6. (a) Radial distribution functions between the hydrogen
atom of OH− and the oxygen atom of another OH−. Intramolecular
distances are ignored. (b) Percent covalent bond retained as a
function of time: O−H bond in hydroxide ions present at t = 0.

Figure 7. Snapshots representing water mediated proton transfer during AIMD simulation: (a) H2O and OH− approach, (b) formation of an
H3O2

− intermediate, and (c) transfer of H+ to OH−. Color scheme: O = mauve; H = blue. The rest of the atoms are shown as a transparent
background for clarity.

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article

https://dx.doi.org/10.1021/acs.jpcc.0c10879
J. Phys. Chem. C 2021, 125, 4412−4422

4416

https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c10879?fig=fig7&ref=pdf
pubs.acs.org/JPCC?ref=pdf
https://dx.doi.org/10.1021/acs.jpcc.0c10879?ref=pdf


water where the proton transfer process has been described as
a stepwise hopping of a proton from a water molecule to an
OH− within a time frame of 1−2 ps.35,39 Here, the proton
transfers are aided by the fluctuations in the local electronic
environment of molecular water in the molten electrolyte
medium. Another intriguing fact of this mechanism is that the
proton transfer does not take place in the pure electrolyte, as
confirmed from the AIMD trajectory of a pure
[Li0.6K0.4]3CO3OH melt. Therefore, CO2 molecules present
in the electrolyte act as a catalyst. First they trigger the
formation of bicarbonate (reaction with OH−) that in turn
donates a proton to a neighboring OH− and generates a
subsequent chain of proton exchange events. An interesting
quantity to evaluate would be the contribution of the protons
to the total conductivity of system. The presence of such
spontaneous exchange events should lead to a significant level
of proton conductivity (function of water concentration),
which is of course higher than the conductivity arising from the
normal diffusion of other ions. Therefore, at this elevated
temperature (923.15 K) and in the presence of CO2 (or H2O),
we should expect a higher conductivity of the system than
without proton transfer events. A quantitative estimation is
provided in a following section.
Evolution of Composition. The formation of molecular/

ionic species via different chemical routes is summarized in
Figure 8. To define a molecular species from the AIMD
trajectory, it is necessary to use a distance criterion usually
determined by looking at the minimum of the RDFs. We used
two criteria for C−O and H−O covalent bonds based on their
respective RDFs. A carbon atom was considered to be
chemically attached to an oxygen atom if their separation
was less than or equal to 1.8 Å, while the distance cutoff used
for an H−O bond was 1.3 Å. The bonds between atoms were
tracked between frames to determine when a new bond was
formed or an existing bond broken. We used this breadth-first
search algorithm to define similarly the other chemical species
based on a particular distance criterion.
With the aforementioned criteria we observed the presence

of pyrocarbonate, bicarbonate, and water, along with CO3
2−,

OH−, and CO2 in the simulation box, as shown in Figure 9.
The points in the figure are the observed numbers in the
simulation box at picosecond intervals, while the lines are
drawn to guide the eye and highlight the overall trends.
Initially, we began with 80 CO3

2−, 40 OH−, and 10 CO2
molecules along with the alkali-metal cations. As it is evident
from Figure 9, within the first picosecond of the simulation, the

carbonate and CO2 counts were quickly reduced with the
concomitant formation of pyrocarbonate ions. This suggests
that pyrocarbonate formation from the reaction between CO2
and CO3

2− is the fastest chemical reaction in the system. The
first appearance of a HCO3

− ion was around 4 ps and H2O
around 10 ps. This transformation is part of the equilibrium
reaction between bicarbonate and hydroxide ions (Figure 5).
We also saw the presence of a constantly increasing amount of
water accompanied by a steady level of bicarbonate and a
depletion in pyrocarbonate ions as a function of time. The
initial instant pyrocarbonate formation causes its concentration
to dominate over that of bicarbonate and water for the first 40
ps of the trajectory, followed by a fall in the pyrocarbonate
concentration.
Recall the decline in the growth of RDF peaks correspond-

ing to pyrocarbonate formation beyond 25 ps (Figure 1a). In
addition, the C−O covalent bonds in carbonate ions (Figure
1b) exhibit a much slower decay than that of H−O bonds in
hydroxide ions (Figure 6b). Put together, these observations
imply a decline in the growth of the pyrocarbonate fraction
after an initial period of time and certainly reveal that
pyrocarbonate formation as being kinetically favored whereas
bicarbonate (and/or water) is the more thermodynamically

Figure 8. Summary of the different routes of chemical reactions undergoing in the system: (a) pyrocarbonate formation, (b) bicarbonate formation
and isomerization, (c) proton transfer reaction between bicarbonate and hydroxide ions, and (d) proton transfer reaction between water and
hydroxide anion via the formation of H3O2

− intermediate.

Figure 9. Number of different chemical species present as a function
of time during the AIMD trajectory. Points are the actual observed
numbers in the simulation box, while the lines are drawn to guide the
eye.
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stable product. Also, the higher propensity of CO2 undergoing
a chemical reaction with OH− (stronger base) than that of
CO3

2− (weaker base) is demonstrated by the difference in peak
heights observed in Figure 1a vs Figure 3a. This difference can
be explained in terms of the shift in the equilibrium of the
CO2−OH− reaction more toward the right (eq 6). Once a
bicarbonate ion forms, it undergoes a proton transfer reaction
with a neighboring hydroxide, as indicated in eq 7. As a
consequence, the equilibrium of the CO2−OH− reaction shifts
toward the right and more bicarbonate is formed. On the other
hand, a chemical reaction between a CO2 and CO3

2− leading
to a pyrocarbonate ion (eq 5) does not undergo another
subsequent transformation. Instead, there exists a dynamic
equilibrium between the pyrocarbonate formation and
dissociation.
Another important comparison is made in terms of the

difference in the water and CO2 concentrations in the melt. In
our earlier work on chemical reaction equilibrium simulations
using classical force fields, we showed that the concentration of
dissolved water is over 2 orders of magnitude higher than that
of CO2 in a [Li0.6K0.4]3CO3OH electrolyte over a wide range of
CO2 gas phase partial pressures.

9 The contrast in the dissolved
concentrations was primarily justified as water being a polar
molecule and having the ability to form hydrogen bonds, thus
being more stable in the melt of oxidic ions. The present study
also reveals a similar distinction in the concentration of water
and CO2 in the [Li0.6K0.4]3CO3OH melt based on an ab initio
molecular dynamics approach. Even though we started with a
composition of 10 CO2 and no water molecules in the system,
the water fraction became higher than that of CO2 within ∼35
ps of simulation time (Figure 9). Moreover, the water
concentration remained almost twice as high (or sometimes
higher) than that of the CO2 for most of the rest of the
simulation trajectory. The present quantitative investigation of
water and CO2 fractions reinforces the observation made
previously from empirical force field calculations and certainly
manifests the fact that water is more soluble than CO2 in this
or similar electrolytes with different alkali-metal cation
compositions.
Overall, we observe a slow reduction in the hydroxide

fraction whereas the number of CO3
2− ions shows an initial

depletion followed by a net gain over the simulation trajectory.

This phenomenon can be explained as the dissociation of
HCO3

− producing a CO3
2− and water and also the dynamic

interplay between the pyrocarbonate formation and dissocia-
tion (Figure 2). The presence of more than one molecular
water implies the possibility of multiple proton transfer chains
between the hydroxide ions. Note that although Figure 9
provides important insights into the quantitative aspects of the
different chemical species present during the AIMD trajectory,
these numbers cannot be treated as the equilibrium values.
This is primarily because all the different chemical reactions
observed are coupled to each other, and as a consequence the
system requires more time to attain an equilibrium than our
simulations could cover. In addition, the composition of the
gas phase that would be in equilibrium with this electrolyte is
unknown and may be unrealistic for a real MCFC or other
applications.

Species Lifetime. We used the same distance criteria and
the breadth-first search algorithm as discussed in the previous
section to evaluate the lifetimes of all the species quantified in
Figure 9. The distributions of their lifetimes are shown in
Figure 10. The histograms plotted in Figure 10 consider only
those species that have lived at least 100 fs before dissociating
into their constituent ions or atoms. This particular condition
has been incorporated to avoid all those numerous short-lived
intermediates that exist as a result of continuous formation/
dissociation of chemical bonds before a complete transfer/
event could take place.
Let us first look at the distributions of those species that are

present at the beginning of the simulation, namely, CO3
2−,

OH−, and CO2. As it is evident from Figure 10, there are a
number of CO3

2− and OH− ions that have not undergone any
chemical transformation during the simulation period and have
lived throughout the ∼70 ps trajectory. One would expect this
phenomenon based on the analysis of percent covalent bond
retained as a function of time (Figures 1b and 6b). On the
contrary and more interestingly, the maximum lifetime of a
molecular CO2 is found to be around 15 ps. Therefore, within
15 ps all the CO2 molecules present in the system have
participated in chemical reactions with either a carbonate or
hydroxide ion.
We investigated the distributions of lifetimes of species that

appeared as a product of different chemical reactions, such as

Figure 10. Lifetimes of different chemical species found during the AIMD trajectory. The black lines represent an exponential fit, f(τ) = ae−bτ, to
the lifetime distributions.
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C2O5
2−, HCO3

−, and H2O. We found that both pyrocarbonate
and water live up to maximum ∼10 ps while bicarbonate
exhibits a maximum lifetime of ∼5 ps. We have also computed
the weighted average lifetime of these species, and the numbers
are as follows: hydroxide, 17.7 ps; carbonate, 12.9 ps; CO2, 2.9
ps; pyrocarbonate, 1.8 ps; water, 1.0 ps; and bicarbonate, 0.7
ps. A low average lifetime of water implies that H2O molecules
diffuse not too far before finding another OH− to react with,
which subsequently leads to successive proton transfer from
one OH− site to the next. Also, we observe a contrasting
behavior in the lifetime and concentration of CO2 and water
along the course of the AIMD trajectory. CO2 exhibits a longer
average lifetime (2.9 ps) than that of water (1.0 ps), whereas
the concentration of water is found to be almost twice as high
(or sometimes higher) than that of CO2 beyond a threshold
period (Figure 9). This distinction could be justified as the
difference in the polarizability between water and CO2. Being a
polar molecule, water is expected to be more polarizable under
this ionic environment than the nonpolar CO2 molecule and
thus would undergo chemical reactions spontaneously as
compared to CO2. A more detailed analysis of structural
parameters such as bond lengths and angles in these two
molecules and their deviation from ideal values can shed light
onto the polarizability differences and is given in the following
section. Also, one should remember that in our simulation the
starting configuration is composed of a high concentration of
CO2 which may contribute to its higher average lifetime than
the molecular water, which emerged as a product only after 10
ps simulation. Another important aspect of lifetime distribu-
tions is that beside CO3

2− and OH−, the remaining species
possess a very short average lifetime with the maximum value
of 2.9 ps for CO2. Because those two ions are present in large
concentrations and their counts do not change drastically over
the period of simulation, one could imagine that the system
would not take too long before reaching equilibrium provided
that the other species have significantly shorter lifetimes.
As we discussed in previous sections, several chemical

reactions occur spontaneously in the system as summarized in
Figure 8. It is hard to treat these reactions independently since
they are taking place simultaneously in the electrolyte and are
coupled to each other. Therefore, to estimate the rate of
individual events (the rate of formation/dissociation of a
particular species), one should solve this coupled set of
equations. Another option could be to fit an exponential
function to the lifetime distribution of each chemical species,
shown in Figure 10. The lifetimes incorporate all the different
possibilities of formation/dissociation of an individual species.
Thus, the exponential fit parameters to those distributions
would provide an estimate of coupled rate of events. We have
chosen a simple exponential function, f(τ) = ae−bτ, to fit the
lifetime distributions in Figure 10. The resultant parameters
are tabulated in Table S1.
We found that bicarbonate exhibits the highest magnitude of

b followed by water, pyrocarbonate, CO2, OH
−, and CO3

2−.
Therefore, the frequency of events involving HCO3

− formation
and dissociation is the highest among all the species present in
the electrolyte followed by same order in the b values. This
order further substantiates the higher propensity of CO2
reacting with OH− as compared to CO3

2−, also discussed in
the previous sections.
Impact on the Dynamics. One of the important and

compelling observations from the AIMD simulation of a
[Li0.6K0.4]3CO3OH electrolyte in the presence of CO2 is the

proton exchange from a water to a hydroxide ion. The
presence of frequent proton transfer events would point
toward a change in the mechanism of ion transport when CO2
or H2O is dissolved in the melt. To demonstrate this, we
performed classical MD simulations of a [Li0.6K0.4]3CO3OH
eutectic mixture at the same hydroxide concentration and
similar simulation conditions. The details of the simulations
and models used are reported in another work.21 From these
simulations, we computed the diffusion coefficients of
hydroxide (DOH

−) and carbonate (DCO3
2−) ions, and their

values are 0.129 and 0.054 Å2/ps, respectively. Although
estimating these diffusion coefficients from the AIMD
trajectory should be possible in principle, the simulation time
of <100 ps is not long enough to obtain reliable values. Now, if
we consider the typical proton transfer distance (dPT) between
a water molecule and a hydroxide anion to be around 1 Å, then
the time scale associated with a hydroxide ion diffusing this
distance would be of the order of 7.75 ps [τ = 1/(DOH

−/dPT
2)].

On the other hand, from the total number of proton transfer
count over the whole trajectory, we found the proton transfer
time scale to be around 0.6−0.7 ps. Therefore, the difference
between these two time scales implies that the hydroxide
diffusion is much slower (an order of magnitude at least) than
a proton transfer event. As a consequence, the ion dynamics
obtained from a classical force field (without explicit
representation of electronic degrees of freedom) would be
slower when compared to the actual value.
To provide a quantitative estimate of how much the proton

exchange mechanism contributes to the proton conductivity,
we employed a three-dimensional random walk model. The
proton diffusion coefficient is then DPT = l2/6τ, where l is the
characteristic proton transfer distance and τ being the time
scale associated with successive exchange events. We consider
for l the nearest-neighbor distance between hydroxides in the
melt, giving a value of ∼3.75 Å. For the time between
successive exchange events we use the value of τ = 0.6 ps. The
computed value of proton diffusion coefficient from this
random walk model is thus DPT = 3.91 Å2/ps. Therefore, when
compared to the diffusion coefficient of hydroxide, DOH

− =
0.129 Å2/ps (obtained from classical MD simulations at the
same temperature and pressure), we conclude that the proton
transport through the exchange mechanism is about 30 times
faster. It is important to note here that the 30 times increase
can be an overestimation, since it may take time for the water
molecules to diffuse to a new hydroxide before the next proton
transfer to occur; the exchange could also be back to the
originating water molecule, resulting in little net motion.
Nevertheless, we expect the proton transport in this MCFC
electrolyte to play a significant role that could be the topic of
future studies.
In a similar way, we estimated the contribution of the oxo-

Grotthuss mechanism to the CO2 transport. For this purpose,
we take for l the nearest-neighbor distance between carbonates
in the electrolyte, giving a value of ∼4 Å. On the other hand,
the typical time scale associated with the pyrocarbonate
formation/dissociation is τ ∼ 2.2 ps (obtained from a count of
the total number of pyrocarbonate formations over the whole
trajectory). Using these values of jump distance and time scale,
the computed value of the Grotthuss diffusion coefficient for
CO2 from the random walk model is DGrotthuss

CO2 = 1.21 Å2/ps,
which is 20 times faster than the CO3

2− diffusion obtained
from a classical MD trajectory at the same temperature and

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article

https://dx.doi.org/10.1021/acs.jpcc.0c10879
J. Phys. Chem. C 2021, 125, 4412−4422

4419

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.0c10879/suppl_file/jp0c10879_si_001.pdf
pubs.acs.org/JPCC?ref=pdf
https://dx.doi.org/10.1021/acs.jpcc.0c10879?ref=pdf


pressure. The estimated value of Grotthuss diffusion
coefficient, DGrotthuss

CO2 , also agrees well with the similar quantity
measured by Corradini et al. (0.83 Å2/ps) in a CaCO3−CO3
system at 1773 K.14

Structural Analysis. The distributions of bond lengths and
angles in instantaneous CO2 and H2O during the course of
AIMD trajectory are computed and shown in Figure 11. As

evident, the fluctuations in the bond lengths, H−O in H2O and
C−O in CO2, are comparable. The mean values of H−O and
C−O distances in the condensed phase are 1.0 and 1.23 Å
versus the gas phase values of 0.96 and 1.16 Å. The fluctuations
of the O−C−O angle in CO2 are significant and exhibit a
bimodal distribution with sharp peaks. Despite the low
polarizability of CO2, we see here that the interactions with
the surrounding medium, in this case composed of charged
cations and anions, can influence deeply the geometry of CO2.
The peak around 135° can be related to those CO2 molecules
that are in the process of forming either pyrocarbonate or
bicarbonate, whereas the other peak close to 180° corresponds
to molecular CO2. Similar distortion of the CO2 geometry was
also reported in the molten CaCO3−CO2 system by Corradini
et al.14 On the other hand, the fluctuations in the H−O−H
angle in H2O are even larger compared to those of the O−C−
O angle in CO2 in the melt. The magnitude of the H−O−H
angle can be as low as ∼15° with a maximum value of ∼179°.
A couple of representative snapshots with extreme water
geometries are displayed in Figure S4. In particular, the
bending of the H−O−H angle in H2O can be attributed to its
interaction with the neighboring hydroxide ion and partic-

ipation in the proton transfer process. Therefore, in the melt,
the geometry of H2O is more affected by the surrounding ionic
environment than that of CO2. This phenomenon can be
explained since H2O is more polar and more polarizable than
CO2. The higher polarizability and consequently larger
geometry distortion in H2O explain its lower average lifetime
than that of CO2 in the melt, even though the concentration of
H2O is found to be approximately double that of CO2.

■ CONCLUSIONS
The present AIMD simulations of CO2 dissolved in a molten
[Li0.6K0.4]3CO3OH found that the molten phase contains
pyrocarbonate, bicarbonate, and water along with the
constituent ions and CO2. We have observed a dynamic
equilibrium between the pyrocarbonate formation and
dissociation (eq 5) that facilitates the Grotthuss transport of
CO2 in the electrolyte medium.14 Furthermore, we have
discerned the interaction between CO2 and hydroxide leading
to the formation of bicarbonate (eq 6). Our results show that
the bicarbonate proton undergoes an exchange process
(exchange of covalent bonds with adjacent oxygen sites)
before a complete transfer could take place to a hydroxide
oxygen, resulting in a molecular water and another carbonate
as the product (eq 7). Subsequently, the water molecule
participates in a spontaneous proton transfer reaction with
another hydroxide (eq 8) and generates a sequence of proton
transfer events as an exchange from one hydroxide to the next.
We found that the proton transfer process in the system
follows a similar mechanism as the one observed for OH−

moving through liquid water via the formation of an H3O2
−

intermediate.35,39 Recently, Drexler et al.42 reported that Li+

enhances proton delocalization as compared to Na+ in aqueous
alkali hydroxide solutions. Therefore, it would be interesting to
investigate whether the proton transfer process is similarly
affected by the alkali-metal countercations in molten salt
mixtures.
Using distance-based criteria and a breadth-first search

algorithm, we estimated the relative proportions of individual
species found during the AIMD trajectory. Our results suggest
a near-instantaneous formation and initial domination of
pyrocarbonate over other species formed during the later
course of the simulation. The pyrocarbonate fraction exhibits a
slow decay at the later stage. Concomitantly, a constant
increment is observed in the bicarbonate and water fraction.
The presence of water in higher concentration than
pyrocarbonate beyond an initial period manifests the kineti-
cally fast C2O5

2− formation, whereas water (and HCO3
−) is the

thermodynamically more favored product. The higher
propensity of CO2 to react with a OH− rather than CO3

2− is
explained based on their relative basicity order, where the
higher basicity of the former ion leads to its stronger binding
affinity with CO2, a Lewis acid. We also observed that the
water concentration remains almost twice as high (or more)
than that of the CO2 beyond 35 ps, revealing a higher solubility
of the former in the melt. These results reaffirm the
observation made in our previous work based on chemical
reaction equilibrium simulations.9

Overall, we found the following order in the average lifetime
of the species present in the melt: OH− > CO3

2− > CO2 >
C2O5

2− > H2O > HCO3
−. Surprisingly, CO2 exhibits a higher

magnitude of average lifetime (2.9 ps) than that of water (1.0
ps), although the concentration of the later dominated over the
former for most of the simulation. We rationalize this by

Figure 11. Top panel: distributions of O−C−O and H−O−H angles
in CO2 and H2O. Bottom panel: distributions of C−O and H−O
distances in CO2 and H2O.
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showing a larger geometry distortion of water (polar molecule)
due to its higher polarizability than the distortion of the
nonpolar CO2. Consequently, water undergoes chemical
reactions more spontaneously than CO2.
The simulated results provide us important insights into the

impact of proton transfer in the overall ion dynamics this
electrolyte medium. We observe that the proton transport
through exchange mechanism is about 30 times faster than the
hydroxide diffusion calculated from classical MD simulations.
Therefore, we should expect a higher magnitude of total
conductivity than the one computed by using classical force
fields.21 We believe these simulation results will facilitate the
fundamental understanding and development of electrolytes
for various applications such as capacitors, batteries, and fuel
cells.
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